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Let’s begin with some easy take-aways

• Uncovering vulnerabilities in machine unlearning;

• Combining backdoor attacks and unlearning;

• Advancing persistent backdoor attacks in continual leaning.



Background: MLaaS (One-Time & Continual Training)

API

Data Model

Training

Machine Learning as a Service

• One-Time Training MLaaS: Train the model only once.

• Continuous Training MLaaS: Continually update the model.
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Background: Machine unlearning

I want my 

data deleted.

Training

Machine 

Unlearning

Goal of unlearning:

• The model after unlearning should 

be as if that data had never been 

part of the training process

Motivations for unlearning

• Access revocation (think 

unlearning private and copyrighted 

data). 

• Model correction & editing (think 

toxicity, bias, stale/dangerous 

knowledge removal).

Approaches to unlearning:

• Exact unlearning (retraining-based)

• Approximate unlearning (directly 

modify model parameters)



Background: Machine unlearning & Backdoor attack

I embed a backdoor into 

the victim model!

Training

backdoor 

injection

It’s a frog!

Backdoor 

Attack

Trigger backdoor 

in inference time

Backdoor sample

Backdoor trigger

Target class: frog



Motivation: There exist various unlearning vulnerabilities.

Machine unlearning is vulnerable!

Reference: Liu Z, Ye H, Chen C, et al. Threats, attacks, and defenses in machine unlearning: A survey[J]. arXiv 

preprint arXiv:2403.13682, 2024. 



Motivation: Traditional backdoor lacks fine-grained control.

I only poison the 

dataset. What if…

It’s a frog!

No further fine-grained 

control, and backdoor 

may disappear.



Motivation: Backdoor vanishes in continuous training.

Backdoor Vanishing in continuous-training MLaaS
ASR(%)

0

100

50

Backdoor 

injected!

ASR keeps 

high…

No! ASR 

drops!
Backdoor is 

forgotten...

: all clean samples

: malicious data injection

Continuous 

Training (Tasks)

: backdoor samples

How can I extend 

backdoor persistence?



Our work aims to…

Backdoor Attack + Machine Unlearning

New threat?

It’s a frog!

Find no backdoor 

threats… Activate backdoor 

through unlearning



Method: Unlearning-activated Backdoor Attack

UBA-Inf



Threat model

Adversary: Service Provider:

 The ability to add and delete data points from 

target model with requests.

 An auxiliary dataset 𝑫𝒂𝒕𝒌 

 A surrogate model 𝜽𝒔 trained on public dataset.

 A prepared backdoor generation algorithm 𝑩 ·

Goal: high Benign Accuracy (BA) and high Attack    

Success Rate (ASR) when triggering backdoor

 Collect data and train the target model.

 Unlearning sensitive samples as requested.

 Perform defenses against potential attacks.

Key to design:

1. How to construct effective camouflage samples?

2. How to implement the whole attack pipeline?



Method: UBA-Inf design rationale

Label correction

Benign model Backdoor model

Train with backdoor samples and its 

correct label —— eliminate backdoor

Train with backdoor samples and 

target label —— inject backdoor

unlearn backdoor samples with 

correct label —— activate backdoor

(camouflage)



Method: UBA-Inf design rationale

Influence function In practice, it’s not adequately effective to merely correct 

the label of backdoor samples…

In some cases, the backdoor 

is not camouflaged…

In some cases, the backdoor 

is not effectively activated…

Use Influence function to strengthen camouflage samples!

Surrogate 

model
Raw sample 

with backdoor

• Perturb through influence function to make the model 

as unresponsive as possible to the backdoor trigger

Strengthened 

camouflage sample



Method: UBA-Inf camouflage

UBA-Inf Camouflage Generation Algorithm

 Adversary Knowledge

 Label Correction

 Influence Function

 Iterative Optimization

• 𝜽𝒔: surrogate model trained on public-out-of-distribution dataset

• 𝑫𝒂𝒕𝒌: auxiliary dataset in the same distribution of real dataset.

• 𝑩 · : backdoor generation algorithm

•  Backdoor samples 𝑫𝒃𝒅 = {𝐵 𝑥, 𝑦 | 𝑥, 𝑦  ∈ 𝐷𝑎𝑡𝑘}

•  Label correction 𝑫𝒄𝒎= {(𝐵𝑋(𝑥), 𝑦) | (𝑥, 𝑦)  ∈ 𝐷𝑎𝑡𝑘 ∧ 𝑦 ≠ 𝑦𝑡𝑔𝑡}

•  Analyze the direction of camouflage perturbation that makes the 

model as unresponsive as possible to the backdoor trigger

•  Fine-tune 𝜽𝒔, optimize 𝐷𝑐𝑚 through 𝑰 𝒑𝒆𝒓𝒕,𝒍𝒐𝒔𝒔



Method: UBA-Inf implementation in One-time training MLaaS

1. Camouflage Generation 

2. Trigger 

Injection

4. Backdoor Exploitation

3. Backdoor 

Activation



Method: UBA-Inf implementation in Continuous Training MLaaS

UBA-Inf in continuous-training MLaaS

Continuous 

Training (Tasks)

ASR(%)

: all clean samples : backdoor samples
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UBA-Inf can enhance 

backdoor persistence!

: malicious data injection

: UBA-Inf camouflage samples

: malicious machine unlearning

UBA-Inf 

injected!

Backdoor is more 

durable!

: UBA-Inf ASR : Naive Backdoor ASR

Unlearn 

recovers 

backdoor!



Evaluation: Effectiveness

Backdoor effectiveness evaluation for exact machine 

unlearning SISA. Two different numbers of training 

data shards are considered.

Backdoor effectiveness evaluation for approximate 

machine unlearning methods like PUMA and GBU.

Camouflage effect of UBA-Inf 

achieves rather low ASR.

Activation effect of UBA-Inf achieves 

high ASR close to 100%.



Evaluation: Stealthiness before unlearning
 UBA-Inf improves backdoor stealthiness. For example, for defenses that reverse the backdoor trigger, UBA-Inf can 

confuse the scanner so that the backdoor cannot be correctly revealed.

The real BadNet 

trigger (3 × 3,

right-bottom)

Reversed trigger 

by NC without 

camouflage.

Reversed trigger 

by NC with BAMU 

camouflage.

Reversed trigger 

by NC with UBA-

Inf camouflage.

Raw backdoor can be easily 

reversed and revealed.

UBA-Inf camouflages the backdoor, and 

the reversed backdoor is confusing.

 UBA-Inf samples cannot be filtered by popular backdoor 

sample filters.

 UBA-Inf samples cannot be revealed by model scanners 

before unlearning with a seemingly normal anomaly score.

UBA-Inf can confuse different backdoor defenses.



Evaluation: Stealthiness after unlearning & Resistance to reconstruction
 UBA-Inf samples cannot be revealed by model scanners even after 

approximate unlearning with a seemingly normal anomaly score.

 UBA-Inf camouflage samples are confused with normal samples, 

so unlearning defenses like MU can hardly filter them.

 UBA-Inf can still be activated by unlearning 

even after model re-construction defenses.

It’s disturbing that UBA-Inf 

can improve backdoor 

stealthiness and resistance.



Evaluation: Persistence in continuous training

Persistence evaluation on Cifar-10 Persistence evaluation on Rotated-MNIST

• Assume task datasets in CT-MLaaS are from either a similar distribution or different domains in which each 

task has the same data label space but different feature distributions, a.k.a Domain-Incremental-Learning.

• The adversary of UBA-Inf expects the injected backdoor to keep away from backdoor vanishing caused by 

catastrophic forgetting (improve backdoor persistence)

Conclusion: UBA-Inf achieves 4x persistence improvement with 

limited poisoning samples (2% of the total training samples).



Conclusion & Take-aways

• Uncovering vulnerabilities in machine unlearning;

• Combining backdoor attacks and unlearning;

• Advancing persistent backdoor attacks in continual leaning.



Thank you!
Q&A

Contact me: huangzirui@smail.nju.edu.cn


