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Towards Privacy-Preserving Aggregation for
Collaborative Spectrum Sensing

Yunlong Mao, Tingting Chen, Yuan Zhang, Tiancong Wang, and Sheng Zhong

Abstract— Collaborative spectrum sensing has become increas-
ingly popular in cognitive radio networks to enable unlicensed
secondary users to coexist with the licensed primary users and
share spectrum without interference. Despite its promise in
performance enhancement, collaborative sensing is still facing
a lot of security challenges. The problem of revealing secondary
users’ location information through sensing reports has been
reported recently. Unlike any existing work, in this paper we not
only address the location privacy issue in the collaborative sensing
to be against semi-honest adversaries, but also take malicious
adversaries into consideration. We propose efficient schemes to
protect secondary users’ reports from being revealed in the
aggregation process at the fusion center. We rigorously prove that
our privacy-preserving collaborative sensing schemes are secure
against attacks from both the fusion center and secondary users.
We also evaluate our schemes extensively and verify its efficiency
and feasibility.

Index Terms— Location privacy, privacy preserving, collabo-
rative sensing, cognitive radio.

I. INTRODUCTION

W ITH the development of wireless communication and
the proliferation of mobile devices in recent years,

dynamic spectrum allocation has been considered as an effec-
tive way to remedy the shortage of spectrum. Cognitive radio
networks in particular have been proposed to make dynamic
spectrum allocation possible and increase the efficiency of
resource utilization. In cognitive radio networks, unlicensed
(secondary) users can sense spectra and tune their transmitters
to available channels, which are premised on the fact that
their communication does not bring interference to the users
with licenses (primary users) [2]. For the reason that primary
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users have no obligation to help secondary users allocate
the spectrum, secondary users need to cognitively sense the
spectrum to avoid interference with existing primary users.

In order to effectively avoid interference in cognitive radio
networks (CRNs), collaborative sensing has been used to
detect the existing communication of primary users (PUs) [3].
In particular, each secondary user (SU) measures the received
signal strength (RSS). Then it either forwards the RSS, as a
report, to a centralized fusion center, or sends its local decision
on whether the licensed communication exists to the fusion
center (FC) after analyzing the RSS. The FC collects all the
reports from participating SUs and draws a joint conclusion. If
the spectrum is idle, the FC will coordinate the SUs to access
the available channels. In this way, the spectrum that is not
being used by PUs can be fully utilized.

With the increasing popularity of the collaborative spectrum
sensing (CSS), some security concerns have been raised. For
example, if the reports sent by SUs are altered by an attacker,
it may lead to a wrong sensing result at the FC and cause
an interference. Even more seriously, collaborative sensing is
facing the challenge that secondary users can be malicious and
deliberately submit fake or invalid sensing reports. To address
these issues, much research work [4]–[7] has been done.

Recently, a new privacy issue, location privacy for SUs in
CRNs, has attracted people’s attention. Related work [8], [9]
has shown that in spectrum sensing, SUs’ location information
is highly correlated to the RSS after the propagation from PUs
to the SUs. Hence attackers can utilize reports to explore SUs’
location information. As the first remedy of location privacy
issue, Shuai [9] proposes a cryptographic scheme to enable
SUs to conceal reports from attackers. A very similar privacy
issue has been studied by Zhaoyu [10], [11] in database-driven
CRNs. In database-driven CRNs, SUs query a central database
to obtain spectrum availability information, then attackers can
infer users’ location by finding overlapping areas of spectrum
the SU has used, which should be studied separately because
this is not the model (i.e. “sensing and aggregation”) that we
are concerned about.

Beyond that, existing work has considered limited attack
scenarios and trust models. Shuai’s scheme [9] assumes that
the FC cannot be more than curious, i.e., it must truthfully
perform report aggregation although it wants to reveal SUs’
privacy. Zhaoyu’s scheme [11] should be performed in semi-
honest CRNs with trusted central databases. The differences
between our schemes and existing schemes are shown in
Table.I. As shown in the table, Shuai’s scheme is more rele-
vant to ours, but Shuai’s scheme causes significant overhead
because of keys management of pairwise encryption.
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TABLE I

ATTACK SCENARIOS AND TRUST MODELS OF DIFFERENT SCHEMES

In our previous work [1], the proposed scheme is more effi-
cient than Shuai’s scheme. But both of these two schemes have
not considered robustness of schemes. In this paper, we have
considered a more robust and more practical approach with
threshold cryptosystem to ensure the quality of service, which
will take a little more overhead as its cost. Security analysis
and experimental results have shown this newly proposed
sensing scheme is robust against malicious attacks and nodes’
failures. This new scheme makes significant improvement of
our previous work.

To protect location privacy of SUs in CRNs, two schemes,
with emphasis on efficiency and robustness respectively, will
be introduced in this paper. The first scheme, Collaborative
Spectrum Sensing with Derivative ElGamal (C SSDE ), can pro-
tect SUs’ location privacy against semi-honest attackers. Then
we extend it to defend against malicious attackers (assuming
that SUs and the FC can deviate from original protocols). But
when we consider scheme’s robustness, both Shuai’s scheme
and our first scheme will be sensitive to SU’s malfunction.
Hence, we trade some efficiency to design our second scheme,
Collaborative Spectrum Sensing with Threshold Cryptosystem
(C SST C S), to be more robust when facing attacks and SUs’
malfunction.

Particularly, in C SSDE , we leverage an efficient and flexible
cryptographic tool as a key component. Then we carefully
design C SSDE with zero-knowledge proof for malicious
model. In C SST C S , we build threshold cryptosystem to defend
against attackers and design the system to be failure-resilient.
Both of the two schemes secure SUs’ location privacy against
the FC and other SUs. To summarize, the contributions of this
paper are as follows.
• We study the location privacy issue in collaborative spec-

trum sensing in both semi-honest model and malicious
model. We propose two efficient schemes with emphasis
on efficiency and robustness respectively, to protect SUs’
reports from being revealed in aggregation process.

• We prove that our privacy-preserving sensing schemes
are secure against attacks from the FC and SUs in semi-
honest model and in malicious model.

• We extensively evaluate the performance of our schemes
and verify their efficiency.

The rest of this paper is structured as follows. In Section II,
we provide a general introduction of models. In Section III
we introduce C SSDE and provide both security analysis and
complexity analysis. In Section IV we propose an approach
in an entirely malicious model as the extension of C SSDE .
In section V, we consider scheme’s robustness and introduce
C SST C S . In Section VI we describe simulation experiments
we have performed to verify our schemes’ feasibility and

efficiency. We conclude the paper in Section VII.

II. PRELIMINARY

We will have a brief review of the collaborative sensing
model. Aiming at the location privacy issue, we use a classical
collaborative sensing model, and then based on this model, our
attack models consist of a semi-honest model and a restricted
malicious model. The attack scenarios under each model will
be introduced. The last subsection is an introduction of a novel
cryptographic technique that we have used.

A. Collaborative Spectrum Sensing

We use a centralized cognitive radio model [12], which has
a central control unit, known as the FC, to coordinate the work
of each SU in the network and hold the right to make decisions
regarding each affair. The whole process of CRNs consists of
two main parts, collaborative spectrum sensing and spectrum
allocation. Our work focuses on the first part, so we will put
the details of spectrum allocation aside.

Here is the CRN model that we consider. Each node (includ-
ing the FC and SUs) in CRN has a set of fully functional
radio equipment and every two nodes can establish direct
communication. No node has motility. In this CRN, SU set Us

consists of n users Us = {s1, s2, . . . , sn}. There is only one
PU Up concerned, and the channels set C = {c1, c2, . . . , cm}
consists of all channels that Up occupies. The FC is denoted
by F . SU si ’s sensing report in Up’s channel c j , in which
j ∈ [1, m], is denoted by r j

i , and if we just look at a certain
channel every time, we can just use ri instead. We use R to
denote global sensing result the FC gives in the end of sensing.

Now we define a round of collaborative sensing (which
will be referred to as round hereafter). The FC confirms
participating SUs and assigns the target channel c j . Once
a new round begins, all participants sense the channel c j ,
and send their sensing reports r j

i containing RSS to the FC.
When spectrum sensing completes, the FC must give a final
global sensing result R j based on aggregation of SUs’ reports.
Various methods are available to detect the PU’s signal [13].
Generally, we choose the method based on RSS, which follows
the distribution below [14]:

r j
i ∼

⎧
⎨

⎩

N(n0,
n2

0
M ), H0

N(p j
i + n0,

(p j
i +n0)2

M ), H1

(1)

In the formula above, we denote si ’s sensing report by r j
i and

n0 is the additive white Gaussian noise (AWGN). pi stands
for the si ’s received signal power from the primary transmitter
on channel c j . M is the signal sample number. Let H0 be
channel’s idle state, and H1 be channel’s busy state. The final
result that the FC gives can be described as:

R j =
∑n

i=1
ωi r

j
i , (2)

In the formula above, ωi is the weight of si ’s sensing result.
We just use equal gain combination (EGC), setting all weights
as 1 [14]. Then R j is the statistical result of the channel c j .
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B. Attack Models

In a semi-honest model, all the parties must follow original
sensing protocols but they can keep their own intermediate
results. In the restricted malicious model, loosely speaking,
only SUs can be malicious. Malicious users may submit
arbitrary reports to disturb collaborative sensing result. As for
a malicious model, both the FC and SUs could be malicious,
who can behave beyond prescribed protocols and nobody can
predict their next move. But please note that honest users must
be the majority [15] in all situations.

The attacker we define against is the one who wants to
acquire SU’s location information. Either the FC or any SU
could be an attacker. We allow attackers to collude. That means
a malicious SU can collude with other SUs or the FC. The only
assumption is that in C SSDE , if the FC is an attacker, it cannot
collude with the Helper (which is to be introduced at the
beginning of section III), and they cannot be malicious at the
same time. This assumption will be removed in the extension
of C SSDE . Due to the little difference in SUs’ maliciousness
between the semi-honest model and the restricted malicious
model, to be succinct, we use the semi-honest model as default
setting.

We consider attackers use the same method as in Shuai’s
paper to get users’ location information, and here we briefly
describe it. Generally, we consider one attacker sa in the set
of Us , who casts covetous eyes on location information of
some sd ∈ Us . First of all, sa collects as much as possible
sample locations’ information. Then, sa classifies the RSS
sample data of each region into m classes using the input from
two channels, and obtains each cluster’s central value. Finally,
sa eavesdrops on sd ’s sensing reports in the two channels, and
calculates their distance with each cluster’s central value. If sa

finds that sd ’s distance with cluster k is the minimum distance,
then sa can regard sd ’s location the same as cluster k’s.

C. Definition of Security

Here we define proper notions of security. Intuitively, we
want SUs to know nothing from our schemes, and want the FC
to know only a random permutation of all SUs’ sensing results.
We formalize the above idea using standard cryptographic
terms as follows. Let I = {1, . . . , n} be the index set of SUs
and r = (r1, . . . , rn) denotes sensing results from all SUs. Let
ρ(r) be a uniformly random permutation of r.

Definition 1 (Security Against Secondary Users): We say a
CSS is secure against all SUs in the sense that it reveals noth-
ing other than the total number of SUs to all SUs if, given
any R and a security parameter t , for each i ∈ {1, . . . , n},
there exists a probabilistic polynomial-time simulator Si for
every probability

{Si (ri , n, t)} c≡ {C SS_V iewsi (R, t)},
where C SS_V iewsi (R, t) denotes the view of SU i while it
runs the sensing scheme with R being all SUs’ sensing results.
Here, a user’s view consists of its own coin flips and all
messages from other participants that it sees in the scheme.
The notation

c≡ denotes computational indistinguishability
(please refer to [16] for a precise definition) of two probability

ensembles [16]. Intuitively, this definition states that what a
SU sees from the scheme can be efficiently simulated by a
simulator given that this user’s private input, the total number
of SUs and a public security parameter are the only inputs.
Therefore, we can conclude that the CSS reveals nothing to
all SUs. Similarly, we can define the security against the FC
as follows.

Definition 2 (Security Against the Fusion Center): We say
a CCS is secure against the FC in the sense that it reveals only
a random permutation of all SUs’ sensing results if, given
any R and a security parameter t , there exists a probabilistic
polynomial-time simulator SFC for every probability

{SFC(ρ(R), t)} c≡ {C SS_V iewFC(R, t)},
where C SS_V iewFC(R, t) denotes the view of the FC.

D. Derivative ElGamal Encryption

ElGamal encryption algorithm is a classic asymmetric key
encryption algorithm. Its encryption result is determined by not
only plain text and public key, but also a random integer from
encoder. In C SSDE , we use a derivative algorithm of ElGamal
encryption [17]. In addition, we modify it to apply to multiple
parties. Choose a big prime with form of p = 2q+1, where q
is another big prime. Denote a quadratic residues generator in
Z∗p by g, g �= 1. In this scheme, considering that every node
in the network including the FC may be untrusted, we separate
receiver party’s private key into two parts, x1 and x2. Both of
them are chosen from Zq randomly, and kept by the receiver.
Combine x1, x2 to get keys by calculating x ≡ x1+x2 mod q
and y = gx mod p. Now, we have (p, g, y) as the public key,
and (p, g, x) as the private key. Anyone who wants to send a
message m with encryption can randomly choose an integer k
from Zq , encrypt plain text m into (gk, myk), then send it to
the receiver. The receiver firstly decrypts the cipher text with
one part of private key x1 by calculating mykg−kx1 , and then it
can get the original message from calculating mykg−kx1 g−kx2

in another part.

III. COLLABORATIVE SPECTRUM SENSING

WITH DERIVATIVE ELGAMAL

The goal of scheme C SSDE is to ensure that SUs will not
expose their location privacy during the process of collabora-
tive sensing in CRNs. But, considering the FC may be an
attacker, a preprocessing is needed to protect original data
before FC’s aggregation. SUs should anonymize their reports,
so that the FC cannot match each report with its source. SUs
could do this by self-organizing or through a trusted third-
party. In order to be more efficient and avoid involving a
trusted third-party as much as possible, a SU will be selected
to be an assistant Helper to prevent attacks from the FC. The
Helper, a new role in C SSDE , can be played by any SU. In
other words, the Helper is a special SU who assists the FC
with the aggregation. Except that, the Helper has the same
equipment as other SUs. We can use many existing methods
to select a SU as the Helper [13], [18], such as a voting
algorithm. Since a SU, as the Helper, will cost more energy to
do computation, this role can be played in turn. Many incentive
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Algorithm 1 procedure of C SSDE

F , H :
randomly pick p, q, p = 2q + 1, p is l-bit length;
choose one generator of Z∗p as g ;
H randomly chooses x1 in Zq , F randomly chooses x2 in Zq ;
x ≡ x1 + x2 (mod q);
y = gx mod p, y1 = gx1 mod p, y2 = gx2 mod p;

si :
foreach si ∈ Us do

randomly chooses ki in Zq ;
r̄i ← (gki mod p, ri yki mod p);
si sends r̄i to H ;

end

H :
re-randomized permuting (r̄1, r̄2, . . . , r̄n)→ (r̂1, r̂2, . . . , r̂n);
foreach r̂i = ( ˆri,1, ˆri,2) do

˜ri,2 ← ˆri,2
( ˆri,1)x1 mod p;

end
H sends (( ˆr1,1, ˜r1,2), ( ˆr2,1, ˜r2,2), . . . , ( ˆrn,1, ˜rn,2)) to F ;

F :
foreach i ∈ [1, n] do

r ′i ← ˜ri,2
( ˆri,1)x2 mod p;

end
F aggregates all of the r ′i to get the final sensing result R.

schemes developed for CRNs [19], [20] can be easily applied
to compensate for the energy cost, which is out of our concern.
As for the location attacks based on physical layer, it is beyond
our discussion. Since this type of attack can be widely found
in various kinds of networks instead of just aiming at cognitive
radio’s location privacy, it deserves separate research, and there
are many effective methods to solve it, such as [21].

A. Procedure Of C SSDE

C SSDE consists of four steps: initializing, encrypting
reports, Helper’s decrypting, FC’s decrypting and aggregating.
Generally, we randomly choose a SU as the Helper for one
round before the sensing starts. Since the Helper can also
be untrusted, to avoid the situations where the Helper is
watched, or the Helper is an adversary itself, we re-randomize
permuting the combination of users’ sensing reports. However,
this will not cause any effect on the final aggregating result.
And we will prove C SSDE ’s correctness in the end of this
subsection.

We use the cryptographic tool in the following way. The
receiver’s two parts in derivative algorithm are the FC and the
Helper, both of which hold part of the private key respectively.
All SUs who want to submit sensing report in a sensing round
need to encrypt his report with the public key. Then reports
are sent to the Helper who will decrypt reports with his part
of the private key and re-randomize permuting the match of
reports and sources. The FC will get anonymous sensing data
by decrypting report with his part of the private key. Our
algorithm’s specific flow is shown in Alg.1.

Here are some explanations of the algorithm. First of all, a
secure length parameter l should be determined, and it can be
set with firmware. A generator g of Z∗p is randomly chosen.
The Helper and the FC respectively generate random integer
x1, x2 ∈ Zq , and x1, x2 can not be exposed to others. Then let
the Helper and FC work together to get x 1 and y, y1, y2. The
public key can be sent to all SUs through broadcasting. Once
si finishes local sensing, si encrypts the sensing report with
the public key (p, g, y), and sends the encrypted report to the
Helper instead of directly to the FC. The Helper re-randomizes
permuting sensing reports received, decrypts reports with its
part of the private key x1 and sends result to the FC. The
FC decrypts reports from the Helper with another part of
private key x2 to get the original sensing report, do the final
aggregation work and announce global collaborative sensing
result R.

In both the semi-honest model and the restricted malicious
model, an SU attacker can obtain nothing about other SUs’
locations even if he colludes with the FC or the Helper.
Similarly, if the FC or the Helper is an attacker, he cannot
obtain anything about any SU’s location except those he
colludes with. To keep our statement coherent, we put all these
proofs in Theorem.5-7.

Theorem 3: Scheme C SSDE keeps the correctness of col-
laborative sensing result.

Proof: Recall that the FC receives SUs’ reports and give
aggregation by F(r). Let A(r) denote C SSDE ’s execution.
If we can prove that F(r) = F(A(r)), we can ensure the
correctness. The Helper has r̄i = (gki mod p, ri yki mod
p), ∀ri ∈ r, then after randomly permuting, we assume that
r̂ j = r̄i = ( ¯ri,1, ¯ri,2). Then the Helper partially decrypts r̂ j

by ˜r j,2 = ¯ri,2
( ¯ri,1)x1 mod p. Now we have ( ¯ri,1, ˜r j,2) as input

for the FC. Finally, the FC calculates ri
′ = ˜r j,2

( ¯ri,1)x2 (mod p) =
¯ri,2

( ¯ri,1)x1+x2
(mod p), where x1 + x2 = x (mod q), and ri,1 =

gki (mod p), ri,2 = ri yki (mod p), then r x
i,1 = yki (mod p),

ri
′ = ri yki

yki
(mod p) = ri . r′, the set of ri

′ is exactly the same
set as r. And the FC can give the same result because the
aggregation is unrelated to the permutation of reports [22].

Unlike semi-honest SUs, a malicious SU may falsify his
sensing report rm in uncertain ways. But no matter what
content is in rm , the FC can still give the same result as long
as the number of malicious SU’s false reports is below the
aggregation’s threshold which is usually set as half the number
of SUs [22]. Therefore, if less than half SUs are malicious,
C SSDE ’s correctness can be kept.

B. Security Analysis

Here we formally prove the security of C SSDE . After the
Helper is introduced, we should take a new attack scenario
into consideration, an SU attacker colluding with the Helper.
First of all, we define the security requirement for the Helper
which is similarly to the security requirements for SUs and
the FC.

1we recommend to obtain x by introducing a trusted third party. However if
the trusted third party is not available, we can still obtain x with cryptographic
protocols easily.
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Definition 4 (Security Against the Helper): We say a col-
laborative sensing scheme is secure against the Helper in the
sense that it reveals nothing other than the total number of
SUs to the Helper if, given any R and a security parameter t ,
there exists a probabilistic polynomial-time simulator SH for
every probability

{SH (n, t)} c≡ {C SS_V iewH (R, t)},
where C SS_V iewH (R, t) denotes the view of the Helper.

Theorem 5: Scheme C SSDE is secure against SUs.
Proof: Recall that our definition of security against SUs

states what an SU sees from the scheme can be efficiently
simulated by a simulator given that only the total number of
SUs and his own sensing result are the inputs. According
to C SSDE , si ’s view consists of three parts: si ’s internal
coin flips c f s, encrypted sensing report (r̄ j ) j∈I\{i} that are
sent from other users to the Helper (si could know these
by eavesdropping the communication between other SUs and
the Helper), and the half-decryption results (( ˆr j,1, ˜r j,2)) j∈I

sent from the Helper to the FC (si could know these by
eavesdropping the communication between the Helper and the
FC). Now we construct a simulator Si as follows.

Given inputs n, t , Si runs C SSDE alone and uses the coin
flips c f s∗ to simulate c f s. Also, Si computes r̄ j

∗ ( j ∈ I \
{i}) by running the key generation algorithm of Elgamal with
security parameter t to generate a random encryption key and
uses it to encrypt 1. In addition, Si uses (r̄ j

∗) j∈I\{i} to simulate
(r̄ j ) j∈I\{i}. Similarly, Si computes n random encryptions of
1 (denoted by (( ˆr j,1

∗, ˜r j,2
∗)) j∈I ) and uses them to simulate

(( ˆr j,1, ˜r j,2)) j∈I .
Clearly, distributions of c f s∗ and c f s are the same. Also,

due to the multi-messages indistinguishability [16] of Elga-
mal encryption, (r̄ j ) j∈I\{i} and (r̄ j

∗) j∈I\{i} are computation-
ally indistinguishable. In addition, it is easy to verify that
(( ˆr j,1, ˜r j,2)) j∈I are n Elgamal encryptions using encryption
key y2, thus (( ˆr j,1

∗, ˜r j,2
∗)) j∈I and (( ˆr j,1, ˜r j,2)) j∈I are com-

putationally indistinguishable according to the multi-messages
indistinguishability of Elgamal encryption.

It is easy to see: 1)c f s is independent from (r̄ j ) j∈I\{i} and
(( ˆr j,1, ˜r j,2)) j∈I . 2)c f s∗, (r̄ j

∗) j∈I\{i} and (( ˆr j,1
∗, ˜r j,2

∗)) j∈I are
pairwise independent. Due to the uniformly random permu-
tation and re-randomization on the ciphertexts performed by
the Helper, it can be proved that (( ˆr j,1, ˜r j,2)) j∈I are random
encryptions of a random permutation of all users’ sensing
results and are independent of (r̄ j ) j∈I\{i}. Therefore, we know
c f s, (r̄ j ) j∈I\{i} and (( ˆr j,1, ˜r j,2)) j∈I are pairwise independent,
and the two ensemble distributions of (c f s, (r̄ j ) j∈I\{i}, (( ˆr j,1,
˜r j,2)) j∈I ) and (c f s∗, (r̄ j

∗) j∈I\{i}, (( ˆr j,1
∗, ˜r j,2

∗)) j∈I ) are com-
putationally indistinguishable.

Theorem 6: Scheme C SSDE is secure against the Helper.
Proof: Recall the definition of security against the Helper

requires that the Helper knows nothing other than the total
number of SUs. We prove this by constructing a simulator SH

as follows.
According to C SSDE , Helper’s view consists of two parts:

his internal coin flips c f s and encrypted sensing reports
(r̄ j ) j∈I . Given inputs n, t , SH runs C SSDE alone and uses
the internal coin flips c f s∗ to simulate c f s. It is easy to see

that the two distribution ensembles are the same. Also, SH

simulates each r̄ j with a random encryption of 1 generated by
running the key generation algorithm of Elgamal with security
parameter t to generate a random encryption key and using it
to encrypt 1. Due to the multi-messages indistinguishability of
Elgamal, the joint distribution of n random encryptions of 1 is
indistinguishable with (r̄ j ) j∈I . In addition, it is easy to see that
the distribution of coin flips and distribution of the encryption
results are independent. Therefore, we can conclude that the
ensemble of the coin flips and encryptions generated by SH

are computationally indistinguishable to the Helper’s view.
Theorem 7: Scheme C SSDE is secure against the FC.

Proof: Recall our definition of security against the FC
requires that the FC knows nothing other than a random
permutation of all users’ sensing reports. We prove this by
constructing a simulator SFC as follows.

According to C SSDE , the FC’s view consists of two parts:
the encrypted sensing results (r̄ j ) j∈I sent from other users
to the Helper (the FC can know these by eavesdropping the
communication between SUs and the Helper), and the half-
decryption results (( ˆr j,1, ˜r j,2)) j∈I sent from the Helper to
the FC. Given a random permutation ρ(R), SFC generates
(r̄ j
∗) j∈I , |ρ(R)| random encryptions of 1, to simulate (r̄ j ) j∈I

similarly as Si simulates (r̄ j ) j∈I\i . Again, the computationally
indistinguishability follows the multi-message indistinguisha-
bility of Elgamal encryption. To simulate (( ˆr j,1, ˜r j,2)) j∈I , SFC

computes (( ˆr j,1
∗, ˜r j,2

∗)) j∈I by encrypting ρ(R) using encryp-
tion key y2. The computationally indistinguishability between
(( ˆr j,1, ˜r j,2)) j∈I and (( ˆr j,1

∗, ˜r j,2
∗)) j∈I follows the uniformly

randomness of the permutation performed by the Helper.
Clearly (r̄ j

∗) j∈I and (( ˆr j,1
∗, ˜r j,2

∗)) j∈I are independent. Same
as what we have showed in the proof of the security against
users, (r̄ j ) j∈I and (( ˆr j,1, ˜r j,2)) j∈I are indpendent. Therefore,
{(r̄ j
∗) j∈I , (( ˆr j,1

∗, ˜r j,2
∗)) j∈I } and {(r̄ j ) j∈I , (( ˆr j,1, ˜r j,2)) j∈I }

are computationally indistinguishable.

C. Complexity Analysis

If spectrum sensing spends more time than the limitation, it
may cause the sensing result to be invalid. So it is necessary
to analyse the computation complexity of C SSDE . In the
first part of algorithm, where the Helper and the FC gener-
ate the encrypting model cooperatively, the process can be
finished in an invariable time O(k1). As for the encrypting
processes, every SU can do encryption individually. Besides,
some fast algorithms of exponent arithmetic can ensure that
user’s process finishes in another invariable time O(k2). As for
the Helper, the total time of re-randomize permuting process
and partly decrypting can be equivalent to O(n). Similarly,
FC’s decrypting time and aggregating time can be equivalent
to O(n). It is evident that C SSDE ’s overhead depends on the
amount of SUs. Normally, a cognitive radio network can not
contain so many SUs to result in an unacceptable overhead
which means that C SSDE ’s overhead is acceptable.

IV. THE EXTENSION OF C SSDE

In a semi-honest model and a restricted malicious model,
malicious users’ effect can be wiped off by voting or statistics.
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Fig. 1. Non-interactive zero-knowledge proof flow.

However, if we take a look at the entirely malicious model,
where anyone, including the Helper and the FC, can turn
into a malicious attacker, C SSDE will probably be disrupted.
For example, if a malicious Helper broadcasts part-decrypted
reports with re-permutation clues, the FC can easily obtain
users’ privacy. Aiming to extend C SSDE to be more general
and robust, we want to find an effective way to solve the
problems emerged with malicious Helper. In fact, we are
faced with two questions: how can the FC verify the Helper’s
identity, and how can the FC trust that the reports the Helper
sends are faithfully recorded instead of arbitrarily reports?
But after all, we should remember that the FC may be
untrusted, so we cannot reveal any information of the Helper
in the communication. Thus, we should let the FC obtain no
knowledge about Helper’s privacy and SUs’ privacy except
those which are already included in encrypted and re-permuted
reports.

In order to solve the two questions we mentioned above,
we need to introduce Fiat-Shamir heuristic [23], a paradigm of
non-interactive zero-knowledge proof, into C SSDE . The core
idea is letting the Helper use non-interactive zero-knowledge
proof to prove that he has private key x1 and the reports he
sends are not arbitrary to the FC, using non-interactive zero-
knowledge proof. The proof flow can be illustrated with Fig.1.

As the prover, the Helper should prove log ˆri,1

ˆri,2
˜ri,2
= logg y1

to the verifier, the FC. The Helper needs to pick α uniformly
random from the quadratic residue in Z∗p, then the Helper
gets β1 = gα, β2 = ˆrr,1 as the commitment in standard zero-
knowledge proof (ZKP) [24]. A hash function H modeled as
a random oracle is needed, and H is a cryptographic hash
function whose range is Zq . So that the Helper can get γ =
H (g, y1, ˆri,1, ˜ri, 1, β1, β2), as challenge in ZKP. The last
step is to get θ = γ x1+α as response. Then the Helper sends
(β1, β2, γ , θ) to the FC, who checks whether gθ = yγ

i β1

and ˆri,1
θ = (

ˆri,2
˜ri,2

)γ β2 hold. If so, then the FC accepts the proof
of the Helper.

V. COLLABORATIVE SPECTRUM SENSING WITH

THRESHOLD CRYPTOSYSTEM

Our first scheme C SSDE is capable of privacy-preserving
sensing in fully functional CRNs with the help of the Helper.
But this is under the assumption that the FC cannot collude
with the Helper. Under some conditions, this may be not

Fig. 2. Illustration of threshold system and failure resilience.

guaranteed. Even in the best situation, if we choose the Helper
randomly, there will still be a possibility of choosing a com-
promised SU as the Helper. To this end, we want to achieve
an even more robust scheme without the Helper. Specifically,
what we want is a more robust scheme by normalizing the
trust distribution of SUs in CRNs.

Shuai’s scheme [9] uses pairwise keys encryption which
has a normalized trust distribution. However, this encryption
scheme has significant disadvantages, such as complex setting
up and expensive key maintaining. In a worse situation,
Shuai’s scheme will be faced with single-point failure because
of lacking instantaneous re-keying and key revocation if any
SU is disconnected or colluded with the FC. Our C SSDE

scheme may suffer single-point failure too because the role of
Helper introduces an unbalanced trust distribution. Although
we can select another SU to be the Helper after the failure
of the prior one, this will lose one round of sensing or
reveal some SUs’ privacy. To guarantee a more robust privacy-
preserving CSS, we leverage a Threshold Cryptosystem (TCS)
and propose scheme C SST C S .

A. Construction of C SST C S

Threshold cryptography is a powerful encryption scheme
which makes it possible to keep system secure as long as the
number of malicious users is under a certain threshold (i.e. the
adversary corrupts a minority of users). We leverage a non-
interactive threshold cryptosystem which can be secure against
chosen-cipher attacks (CCA). An illustration of our C SST C S

can be found in Fig.2.
The core component of C SST C S is the construction of our

hash proof system with publicly verifiable and simulation-
sound proofs. We implement these proofs following the rec-
ommendation of [25], which produces a general framework
allowing to construct non-interactive CCA-Secure threshold
cryptosystem with adaptive security.

Key Generation: To construct a (t, n)-threshold cryptosys-
tem, a threshold hash proof system �T H PS should be ini-
tialized first. We choose to construct �T H PS in a group G

of composite order N , products of two big primes. Then
our hardness assumption is subgroup decision problem in
composite order groups. Details of this hash proof system’s
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initializing is not concerned in this work, and please refer
to [25] if interested. We recommend to have key generating
stage done by certificate agents or a trusted third party.
(pk, {ski }ni=1, {vki }ni=1) should be generated in the following
way:

1) Say N = p1 p2, where p1, p2 are large primes, subject
to security parameter λ. Pick generator g from Gp1, u,
v from G, x from ZN , set X = gx ∈ Gp1, randomly.

2) Randomly generate polynomial P[X] ∈ ZN [X] of
degree t−1, satisfying P(0) = x . Compute Yi = g P(i) ∈
Gp1, ∀i ∈ {1, . . . , n}.

3) Select a pairwise independent hash function H .
4) Select a one-time signature scheme 
 =

(Gen, Sig, V er).
5) Define private keys ski = P(i) ∈ ZN for each

i ∈ {1, . . . , n}, verifying keys vki = Yi ∈ Gp1
for each i ∈ {1, . . . , n}. Then public key pk =
(G, N, g, X, u, v, H,
).

Encrypted Collaborative Sensing: Based on the assumption
that malicious SUs should be no more than half amount of
SUs, in our CRN model if we want to construct a (t, n)-
threshold where at least t parties should be selected to decrypt
the ciphertext, then we should set t = �n/2+ 1� to guarantee
the security, where n is the amount of SUs. All SUs should
generate their reports using pk in the following way:

1) Generate signature key sk
 and verifying key vk
 of

.

2) Compute � = gr ∈ Gp1, where r is randomly chosen
from ZN . Blind original report m as m′ = m ⊕ H (Xr).

3) Generate a proof πGp1 = (uvk
v)r .
4) Encrypt sensing report C = (vk
, m′,�, πGp1, σ ),

where σ = 
.Sig(sk
, (m′,�, πGp1)).
Verification And Decryption: Generally, we choose a ran-

dom subset T of all SUs, |T | = t , to decrypt reports.
Reports {mi }ni=1 from each SU are sent to s1 and delivered
to s2, . . . , st ∈ T successively. Order of T can be assigned
randomly because SUs are treated equally. Then for each
si ∈ T , reports should be verified and decrypted as follow:

1) Verify whether C holds that 
.Ver(vk
 ,(m′,�,πGp1),σ)

= 1 and e(�,uvk
v)= e(g,πGp1) where function e
is a bilinear map. If verification passes then continue,
otherwise go to failure resilience phase.

2) Generate Ki = �ski and πKi = ε which is an empty
string.

3) Anonymize reports by re-randomized permutation.
4) Deliver reports and (Ki , πKi ) to the next SU in T .
Aggregation: For the FC, all reports and {(Ki , πKi )}ti=1 will

be received. Then the FC should do aggregation as follow:
1) Verify whether C holds that 
.Ver(vk
 ,(m′,�,πGp1),σ)

= 1 and e(�,uvk
v) = e(g,πGp1) where function e
is a bilinear map. If verification passes then continue,
otherwise go to failure resilience phase.

2) Verify whether it holds that Ki ∈ G,vki ∈ G,πKi =
ε and e(g,Ki) = e(�,vki). If it holds then continue,
otherwise go to failure resilience phase.

3) Combine all shared private key as K =
H (

∏
i∈T K

�i,T (0)
i ) where � is the statistical distance.

Then original report mi can be recovered by m′i ⊕ K−1.

B. Security Analysis

Based on similar analysis of security with C SSDE , we
can show that C SST C S is also secure against adversaries.
Without the existence of Helper role, views of adversaries
can be categorized into conventional SUs, threshold SUs, the
FC. Considering that the FC and conventional SUs have the
same views respectively as they are in the C SSDE scheme, the
security of their views can be proved with the same simulation
as C SSDE .

Theorem 8: Our C SST C S scheme is secure against con-
ventional SUs and the FC assuming that 
 is a strongly
unforgeable one-time signature. Our threshold hash proof
system �T H PS is constructed by following the definition
of [25]. Then the security of C SST C S can be proved directly
from Theorem.1 of [25].

Hence, what we need to prove specifically for C SST C S is
the security of threshold SUs. The definition of the security
against threshold SUs can be derived from the security against
conventional SUs.

Definition 9 (Security Against Threshold SUs): We say a
collaborative sensing scheme is secure against any threshold
SU in the sense that it reveals nothing other than the
total number of SUs his own sensing result to the thresh-
old SU if, given any R and a security parameter t , there
exists a probabilistic polynomial-time simulator ST for every
probability

{ST (n, t)} c≡ {C SS_V iewT (R, t)},

where C SS_V iewT (R, t) denotes the view of the threshold
SU.

Theorem 10: Scheme C SST C S is secure against threshold
SUs.

Proof: According to C SST C S , the view of st ∈ T consists
of four parts: st ’s internal coin flips c f s, encrypted sensing
report (vk
, m′,�, πGp1 , σ ) that are sent from SUs to the
threshold, partially verified reports �skt−1 and πKt−1 sent from
the prior threshold SU, and at most t−1 secret keys which are
obtained by the worst SUs’ colluding case. Now we construct
a simulator ST as follows.

Given inputs n, t , ST runs C SST C S and uses the coin flips
c f s∗ to simulate c f s. The zero-knowledge proof and the verifi-
cation of C satisfies zero-knowledge property so that the adver-
sary cannot get any additional information. �skt−1 is asymmet-
ric encryption. It is semantic secure. πKt−1 is an empty string.
Hence, the only uncertain view is t−1 secret keys. Generally,
we assume these t−1 secret keys as f (1), f (2), . . . , f (t−1).
Recall that all n secret keys are randomly generated. Con-
tents of these n secret keys are independent from encrypted
reports. Besides, these n secret keys can reveal nothing about
decryption information because of the property of Shamir
secret sharing. Since c f s, (vk
, m′,�, πGp1, σ ), �skt−1 , πKt−1

and f (1), f (2), . . . , f (t − 1) are pairwise independent, if
f (1), f (2), . . . , f (t−1) and (vk
, m′,�, πGp1, σ ) are regen-
erated randomly, views of adversary should be still indistin-
guishable with his views before. Hence, the views of st ∈ T
computationally indistinguishable.
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C. Failure Resilience

C SST C S’s security can be guaranteed, but the robustness
can be threatened in the malicious model. Generally, if there
is any verification failure caused by any malicious SU, the
whole scheme will be restarted. This will cause lose of one-
round collaborative sensing. In the worst case, our CRN will be
malfunctioning if malicious SUs keep disturbing aggregation
in this way.

In order to achieve a more robust scheme in the malicious
model, and to make the most of threshold cryptosystem,
we design C SST C S to have an important feature of failure
resilience. Recall that �n/2+ 1� SUs are randomly chosen to
share private key. Once a verification fails at some SU, let’s
say s j ∈ T , although we cannot tell whether s j−1 has colluded
with prior SUs, we can determine that s j−1 is malicious and
misbehaving. Then we take s j−1 out from potential options
of T until this round of sensing ends and replace s j−1 with
another candidate by uniformly random selection. The whole
processing is illustrated in Fig.2. If there is a failure again
in subsequent nodes in T , then the misbehaving SU will be
replaced through retry of selection (RoS) until no malicious
SUs exist in T . Since there is more honest users than malicious
ones in CRN model in one round of sensing, our retry of
selection can be done in O(n).

Considering that SUs are usually active in some fixed areas
in some time slot, we can introduce reputation system (Rep-
Sys) to make RoS more efficient and accurate. Some reputation
systems such as [26], [27] are very powerful, but we here
adapt a compact and classic reputation model to keep C SST C S

efficient and low-cost. Our C SST C S with RepSys works in the
following way. For any SU s j ∈ T , if its verification fails, then
its previous SU in T , s j−1 will be punished by adding one
untrusted token to s j−1’s token indicator. Another SU whose
indicator is less than any other SUs in Us\T will be selected
into T . SUs in T will give another try to reveal encrypted
reports. When another round of sensing begins, nodes in T
will be selected according to users’ reputation. Feasibility and
practical performance of these two ways to achieve failure
resilience will be evaluated in the next section.

VI. EVALUATION

Since our schemes’ security has been proved and the
overhead of the sensing procedure is crucial [28], we perform
a series of simulation experiments to evaluate our schemes’
efficiency. We use Ubuntu 14.10 operating system, intel
i3-4130 CPU, 2GB installed RAM. We implement our
schemes with the help of CRE-NS3 [29], which is a cognitive
radio extension of ns-3. Since our work focuses on collabora-
tive sensing and aggregation, we ignore other cognitive radio’s
models in the simulation except necessary components. We
modify CRE-NS3 and add our schemes mainly to the spectrum
sensing and decision models.

Before an attacker seeks SU’s location, necessary prepa-
ration is the collection of sample locations’ information.
Generally, we assume that every SU’s location is sampled by
the attacker. In order to be scalable for more SUs, we deploy
SUs in grid and keep them equidistant, which can be illustrated

Fig. 3. SUs’ locations in CRN.

Fig. 4. Running time of CC SDE during the interval.

with Fig.3. Each SU has 802.11g standard wifi MAC with
a rate of 54 Mbps. SUs can establish direct communication
with each other. According to the research of optimal sensing
interval [28], we set the sensing interval to be 150ms. All of
our simulating timer starts at the beginning of sensing and ends
at the end of sensing decision. All results are average of 100
repeats. Sample positions’ location information is recorded and
associated with signal strength. In each position, the attacker
records the results of 100 rounds collaborative sensing on two
channels of PU. Then the attacker binds the central values
with positions’ labels. The central values of sample positions
in two dimensions on channels are recorded for further use.

A. CC SDE

We have measured running time of collaborative sensing
for different scales of SUs. Every time, we enlarge the SU set
and add enough SUs on grid in a square area. We get every
scale’s average time to generate Fig.4. Even when the number
of SUs is around 100, CC SDE can still work with feasible
overhead, which is much less than interval 150ms. Recall that
there are three parties in our CRN: SU, the Helper, and the
FC. For specific concerns, we measure running time on each
party in the CRN. Because there are plural SUs, we record all
SUs’ running time in a round, and calculate the average for
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Fig. 5. Running time of CC SDE ’s each party.

Fig. 6. Average running time with different l.

each round. From Fig.5, it is obvious that the Helper costs the
most of time and has a great proportion on the total running
time. And it is reasonable that Helper’s running time and FC’s
running time grows linearly due to the increasing number of
SUs, with abscissa being the square root of the number of SUs.
The comparing result preliminary shows that when the scheme
is applied to the network, a large portion of running time
depends on the Helper’s efficiency. So if a high-performance
node was selected to be the Helper, the total running time it
spends would decrease sensibly.

In the experiments above, we use 1024 bits as default set
of the length of l, which is the security parameter of CC SDE .
To be comprehensive, we measure running time of different
lengths of l. In this situation, we set number of SUs as 10.
As shown in Fig.6, CC SDE is feasible for commonly used
lengths of p. In Shuai’s work [9], first they evaluate the
computation complexity of their scheme, then they use cryp-
tographic benchmarking data to evaluate the total computation
time as roughly 48ms for one aggregation, when the security
parameter has 1024 bits and the CRN has 10 SUs. As for
CC SDE , we have analyzed that computation complexity is
O(n) in Section III. We use ns-3 network simulation tool

Fig. 7. Running time of CC ST CS with different scales.

Fig. 8. Running time of CC ST CS ’s each party.

under the same conditions as Shuai’s to evaluate our scheme
CC SDE . The average computation time in the same setting is
about 20ms for one aggregation. The comparing can be found
in Fig.4. And it is obvious that CC SDE can be more feasible
in the massive users environment.

B. CC ST C S

We have measured overhead of CC ST C S for different scales
of SUs too. To compare with CC SDE , we use the same setting
with CC SDE ’s experiments. Considering the robustness of
CC ST C S , the overhead shown in Fig.7 is acceptable. To
the same reason, we evaluate running time of each party
in CC ST C S . As shown in Fig.8, parties in CC ST C S have a
different pattern with those in CC SDE . The most expensive
operations happen on SUs in set T. This is reasonable because
SUs in set T have verification, decryption and permutation to
do. On the other hand, SUs in T have reduced FC’s computing
complexity.

In order to verify the feasibility of failure resilience, we
set statistic frequency of SUs’ malicious behavior to follow
a normal distribution N (50, 17), which means that malicious
users are more likely to misbehave while normal users have
very small possibility to misbehave. We set 101 SUs to have
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Fig. 9. Number of retrying when SUs have failure with CC ST CS ’s failure
resilience.

potential failure but only fixed amount of SUs have failure
at the same time. As shown in Fig.9, CC ST C S can recover
sensing by limited retry. Especially, our CC ST C S with RepSys
is very effective in retry of selection (RoS). One important
observation is that RoS time is irrelevant with amount of SUs
but malicious users ratio. That means, even in a large CRN,
CC ST C S can still work out just like in a small CRN.

VII. CONCLUSION

As the research of cognitive radio continues to improve, and
with its outstanding dynamic spectrum accessing, it may well
replace the traditional radio in the future. This paper studies
the location privacy existing in collaborative spectrum sensing
process of CRNs. We formalize privacy issue in both semi-
honest model and malicious model. And we take a series
of simulating experiments to prove our schemes’ validity
and we discuss its feasibility by analysing spectrum sensing
results. We regard CC SDE as an efficient privacy-preserving
scheme for spectrum sensing, which can be extended into
a solution for malicious situation when necessary. As for
CC ST C S , we think it can be adapted in more general situations
for collaborative work and data aggregation when security
and robustness are valued more than efficiency. For example,
some applications like cooperative localization in wireless
sensor networks or cooperative state estimation in smart grid
networks.

On the other hand, we are also working on more pertinent
schemes for collaborative sensing and more features of col-
laborative sensing will be utilized. In this way, we hope that
we can improve the efficiency or security of our schemes in
future work.
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